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ABSTRACT
Purpose: Critical decision points in the field of hematology heavily rely on the inclusion of bone marrow cytology for 

diagnosing haematological conditions. However, the utilization of bone marrow cytology is limited to specialized 

reference facilities with expert knowledge, resulting in significant inter-observer variability and time-consuming 

processing. These limitations can potentially lead to delayed or inaccurate diagnoses, highlighting the urgent need for 

state-of-the-art supporting technologies.

Methods: This research paper introduces a transfer learning model using InceptionResNetV2 specifically developed 

for the detection of bone marrow cells, offering a comprehensive solution to address the existing challenges in this 

area.

Results: The proposed model demonstrates an impressive accuracy rate of 96.19%, making it a valuable tool for 

analyzing medical images in this domain.

Conclusion: The success of this experiment plays an important role in future applications and advancements in the 

field of haematology research.
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INTRODUCTION
Analysis of bone marrow smears holds immense importance in 
haematological disease detection. This diagnostic procedure is 
employed to investigate suspected hematological issues, 
determine lymphoma stages, and evaluate the response of the 
bone marrow to chemotherapy in acute leukaemia [1]. 
Additionally, it is utilized in the identification of various factors 
in Myelodysplastic Syndrome (MDS) and Myeloproliferative 
Neoplasm (MPN), such as aberrant cellular morphology, 
excessive presence of blasts, and the overall cellularity of the 
specimen, among others [2].

The absence of comprehensive computerized procedures has 
resulted in a heavy reliance on the expertise of healthcare 
professionals for conducting critical analyses in this field. 
Compared to blood film cytology, the examination of bone 
marrow aspirates presents more complex cytological specimens. 
These aspirates contain a limited number of cytologically 
relevant regions, a significant amount of non-cellular debris, and

a diverse array of cell types that often appear in aggregates or 
overlap with each other. Consequently, computational pathology 
challenges associated with bone cytology have proven to be quite 
challenging [3]. The examination and differentiation of cell 
morphologies in Bone Marrow (BM) play a critical role in 
diagnosing both malignant and nonmalignant diseases affecting 
the haematopoietic system. Despite the advancements in 
techniques such as cytogenetics, immunophenotyping, and 
molecular genetics, the evaluation of cytomorphology remains 
an essential initial step in diagnosing various diseases within and 
outside the bone marrow. Automating this process has proven to 
be challenging, resulting in human experts being primarily 
responsible for microscopic analysis and classifying single-cell 
morphology in clinical work flows. However, manual evaluation 
of BM smears can be time-consuming and labor-intensive, 
relying heavily on the examiner’s knowledge and experience, 
particularly in cases where the results are ambiguous. The 
limited availability and expertise of qualified experts impose 
constraints on the number of high-quality cytological
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Transfer learning has been a popular choice, particularly when 
dealing with limited datasets, as it eliminates the need to train 
models from scratch with randomly initialized weights [10].

The InceptionResNet model, a popular Transfer Learning (TL) 
model, was created by combining Inception and ResNet, two 
highly effective models. This model, developed using the 
ImageNet database, incorporates batch normalization in place of 
convolutional layer summation. Dropout layers are utilized 
during training to randomly set input units to 0, thus preventing 
overfitting. To accommodate subsequent layers that require one-
dimensional data arrays, a flattening strategy is employed. The 
same approach is used to generate a feature vector from the 
output data. The model establishes a fully connected layer with a 
batch size of 32 and utilizes a”binary cross-entropy” loss function 
by connecting to the final layer of the classification model [11].

This research focuses on the analysis of a limited dataset of bone 
marrow smears using InceptionResNetV2 to identify cells 
indicative of various haematological diseases. The article is 
structured into five sections. The second section provides an 
overview of the advancements made in this field thus far. The 
third section outlines the methods and materials used in the 
study. The fourth section presents the findings of the research. 
Finally, the fifth section concludes with recommendations for 
future research in this area.

LITERATURE REVIEW
In the realm of medical image analysis, Convolutional Neural 
Networks (CNN) and Deep Learning (DL) have gained 
significant prominence. Researchers are increasingly employing 
these technologies to analyze medical images. Notably, Transfer 
Learning (TL) has garnered attention in this field, as it offers a 
solution to the challenge of requiring large training datasets. TL 
enables the transfer of knowledge from pre-trained models to 
new tasks, thereby mitigating the need for extensive training 
data.

To provide an up-to-date overview of the topic, Morid, 
Mohammad Amin et al [12], conducted a review of selected 
articles published after 2018. Their review focused on the 
application of various transfer learning models trained on 
ImageNet for the analysis of clinical images. According to their 
analysis, the choice of model depends on the specific type of 
images being processed. Inception models are commonly utilized 
for X-ray, endoscopic, or ultrasound images, while VGGNet 
tends to perform better for OCT or skin lesion images. 
Regardless of the image type or organ, the most frequently used 
models are Inception, VGGNet, AlexNet, and ResNet, in 
descending order. Only a few papers mentioned the 
InceptionResNet model, likely due to its novelty at the time.

The literature review conducted by Kim, Hee E, et al. also 
reinforced the selection of Inception and ResNet models [13]. 
They examined 425 articles on medical image classification 
utilizing transfer learning models published in 2020. The 
findings highlighted the efficacy of these models, particularly 
considering the limited availability of data. Their study focused 
on reducing costs and time for clinical image detection, yielding 
interesting insights. First, fine-tuning only the last fully connected
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examinations, and there is considerable variability in 
classifications both between and within examiners. Additionally, 
integrating this qualitative analysis of individual cell morphologies 
with other diagnostic techniques that offer quantitative data 
presents additional challenges [4].

As stated by Fan et al. [5], the expertise of a hematopathologist 
remains important in diagnosing haematological diseases, as 
there is a lack of clinical-grade solutions for bone marrow 
cytology. The current commercially available computational 
pathology workflow support does not provide the desired 
efficiency, highlighting the need for an affordable yet effective 
procedure for analyzing peripheral blood cytology. Machine 
learning, particularly deep learning approaches, has proven to be 
the most effective solution for this purpose.

Deep learning techniques such as R-CNN (Region-based 
Convolutional Neural Networks), Faster R-CNN, and fast R-
CNN are commonly used for object detection. However, these 
methods have limitations in terms of computational efficiency 
and training difficulty due to their reliance on region proposals 
and subsequent object classification [3]. Although Convolutional 
Neural Networks (CNN) have been widely employed for image 
categorization, their application in medical image analysis is 
hindered by the scarcity of large training datasets, leading to 
overfitting or convergence issues [6,7]. Object categorization in 
bone marrow analysis poses an additional challenge, as it 
involves assigning individual cells or non-cellular objects to 
multiple discrete classes based on intricate cytological 
characteristics. This complexity is further amplified in cases of 
Morphological Dysplasia in diseases like MDS. Previous attempts 
to address these challenges by fine-tuning the Faster R-CNN have 
proven operationally inefficient and impractical for clinical 
diagnostic workflows. To enable effective bone marrow aspirate 
cytology, novel computational pathology methodologies are 
required. These methodologies should offer end-to-end 
automation, encompassing tasks from raw image processing to 
bone marrow cell counting and classification [3].

Transfer learning has emerged as a prominent technique in 
medical image analysis, capturing the attention of researchers in 
recent years. It is a branch of Convolutional Neural Networks 
(CNN) that leverages pre-initialized weights, enabling quick and 
accurate training on larger datasets. The key advantage of 
transfer learning is that instead of starting from scratch with 
random weights, the pre-trained weights can be applied to 
categorize entirely different datasets [8]. Many widely used 
models are trained on the ImageNet dataset, an extensive 
collection of annotated images designed for visual object 
recognition software development. While ImageNet does not 
own the actual images, the annotations for third-party image 
URLs are freely accessible. The transfer learning process involves 
utilizing a deep CNN model that has been pre-trained on a vast 
dataset. This model is further fine-tuned using a new dataset 
with fewer training images. The initial layers of CNN models 
typically learn low-level features such as edges, curves, and 
corners, while the later layers focus on more abstract features. In 
transfer learning, the remaining layers are often reconfigured for 
new classification tasks, while the fully connected layer, SoftMax 
layer, and classification output layer are modified accordingly [9].
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A significant portion of research in haematological disease 
analysis focuses on the detection of Acute Lymphoblastic 
Leukemia (ALL) cells. ALL is a type of cancer that affects the 
organs and tissues involved in blood production and circulation. 
It disrupts the normal production of healthy white blood cells, 
which play a crucial role in defending the body against various 
diseases [15].

Kumar, Deepika, et al. [16], proposed a Dense CNN model in 
their study to accurately identify ALL and Multiple Myeloma. 
They compared the performance of their model with various 
machine learning methods such as Support Vector Machine 
(SVM), VGG16, Na¨ıve Bayes, Random Forest (RF), and 
Decision Tree (DT). The model, trained using Adam Optimizer 
and consisting of multiple Convolution, Pooling, and 
Connected layers with the Sigmoid loss function, achieved an 
impressive accuracy of 97.25%.

Both Liu, Ying, et al. [17], and Ramaneswaran, S, et al. [18], 
employed transfer learning models for the classification of ALL 
cells. Liu, Ying, et al. used InceptionResNetV2 as the backbone 
network and implemented a two-stage deep bagging ensemble 
learning technique. They trained the model using bagging 
ensemble learning to address data imbalance and combined the 
outputs of two separate models to improve performance. Their 
model achieved an F1 score of 0.88 in cell classification. On the 
other hand, Ramaneswaran, S, et al. utilized InceptionV3 as the 
feature extractor and employed XGBoost Classifier instead of 
SoftMax. Their hybrid model achieved an impressive accuracy of 
97.9% in classifying ALL cells.

Abir, Wahidul Hasan et al. [19], conducted a comparative study 
to evaluate the performance of various transfer learning models 
in identifying Acute Lymphoblastic Leukemia (ALL) cells. The 
models examined were InceptionV3, InceptionResNetV2, 
ResNet101V2, and VGG19. To ensure the reliability and 
validity of their proposed model, they employed the Local 
Interpretable Model-agnostic Explanation (LIME).

Algorithm and Explainable Artificial Intelligence (XAI) 
techniques. To address the class distribution imbalance in the 
dataset, they utilized a stratified k-fold cross-validation approach. 
The InceptionV3 model achieved the highest accuracy of 
96.65% on the validation set, outperforming the other models. 
However, for the training set, the InceptionResNetV2 model 
attained the highest accuracy of 99.14%.

Tayebi, Rohollah Moosavi, et al. [3], proposed a You-Only-Look-
Once (YOLO) model for automated bone marrow cytology. They 
developed an end-to-end system based on deep learning to detect 
suitable regions for cytology in digital whole-slide images of bone 
marrow aspirates. The model then identified and categorized 
each bone marrow cell within these regions. The comprehensive 
cytomorphological data was represented by the Histogram of 
Cell Types (HCT), which quantifies the probability distribution 
of bone marrow cell classes. The proposed system exhibited 
impressive accuracy in region detection, with 0.97 accuracies and 
0.99 ROC AUC. For cell detection and classification, it achieved 
a mean average precision of 0.75, an average F1-score of 0.78, 
and a log-average miss rate of 0.31.
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layers of most transfer learning models yielded better results 
compared to starting from scratch. Seeing the convolutional 
layers while maintaining a low learning rate in a top-to-bottom 
approach enhanced the overall performance of the model. Based 
on their analysis of various models employed in the selected 
articles, Inception and ResNet models emerged as highly 
effective feature extractors, capable of achieving impressive 
accuracy while reducing computational costs and time 
requirements.

Faruk, Omar et al. conducted a study utilizing four different 
transfer learning models, namely Xception, InceptionV3, 
InceptionResNetV2, and MobileNetV2, for tuberculosis 
detection using X-ray images [11]. Each model included three 
levels of MaxPooling2D, four Conv2D layers, a flattened layer, 
two dense layers, and a ReLU activation function. Some 
adjustments were made to the final layers, with the thickest and 
last layer, SoftMax, serving as the activation layer. 
Customizations were implemented using layers such as average 
pooling, flattening, dense, and drop out. Among the four 
models, InceptionResNetV2 demonstrated the highest accuracy, 
achieving an accuracy rate of 99.36%.

Matek, Christian, et al. [4], introduced a novel model called 
ResNeXt for the classification of Bone Marrow Cell Morphology. 
ResNeXt incorporates a structural component that combines 
multiple transformations with the same topology. Unlike 
ResNet, which considers depth and width dimensions, ResNeXt 
introduces cardinality as an additional dimension, representing 
the size of the transformation set. The researchers specifically 
chose this model because it had been successfully applied to 
categorize peripheral blood smears. For their research, they 
selected 32 cardinality hyperparameters. They adopted a single-
center approach, ensuring that all BM smears used for training 
were prepared in the same laboratory and digitized using 
consistent scanning tools. The network demonstrated promising 
performance in this study, with external validation indicating its 
ability to generalize to data collected in different settings, despite 
the limited amount of available data.

Yu, Ta-Chuan, et al. [1], proposed a deep CNN architecture in 
their study to auto-matically identify and classify Bone Marrow 
cells. The dataset used in their research consisted of Liu’s stained 
images of bone marrow smears from patients at the National 
Taiwan University Hospital. The proposed model incorporated 
various techniques such as group normalization, color shift, and 
Gaussian blur for tasks such as model training and data 
augmentation. The model achieved an impressive accuracy of 
93.6%.

Rahman, Jeba Fairooz, and Mohiuddin Ahmad [14], conducted 
a comparative study on four transfer learning models, namely 
AlexNet, VGG-16, ResNet50, and DenseNet161, for the 
detection of Acute Myeloid Leukemia (AML), characterized by 
the presence of immature leukocytes in the blood and bone 
marrow. The researchers modified the models by employing a 
binary classifier and ReLU activation function to focus on 
detecting mature and immature leukocytes only. Among the 
models evaluated, AlexNet achieved the highest accuracy of 
96.52% in leukocyte detection.
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Abbreviation Meaning

ABE Abnormal Eosinophil

ART Artefact

BAS Basophil

BLA Blast

EBO Erythroblast

EOS Eosinophil

FGC Faggott Cell

LYI Immature Lymphocyte

LYT Lymphocyte

MMZ Metamyelocyte

MON Monocyte

MYB Myelocyte

NGB Band Neutrophil

NGS Segmented Neutrophil

NIF Not Identifiable

OTH Other Cells

PEB Proerythroblast

PLM Plasma Cell

PMO Promyelocyte

Table 1: List of Haematological diseases cell images of which are 
included in the dataset.

Evaluation criteria

In order to assess the effectiveness of the transfer learning model, 
a confusion matrix was employed, taking into account four 
possible outcomes. These outcomes include True Positive (TP), 
which occurs when the model accurately detects the presence of 
a condition. True Negative (TN) refers to cases where the model 
correctly identifies the absence of a characteristic. On the other 
hand, False Positive (FP) represents instances where the model 
falsely indicates the presence of a condition, and False Negative 
(FN) signifies situations where the model mistakenly fails to 
identify the existence of a condition. A comprehensive 
explanation of the confusion matrix can be found in Table 2.

I/O Output Negative Output Positive

Input Positive False Positive (FP) True Positive (TP)

Input Negative True Negative (TN) False Negative (FN)

Table 2: Explanation of TP, TN, FP, and FN.

To assess the output, five criteria are employed: accuracy, loss, 
precision, recall, and AUC.

Accuracy measures the level of correspondence between the 
expected and actual results and is expressed as a percentage. It is 
calculated by dividing the sum of true positive and true negative 
outcomes by the total number of possible outcomes:

Accuracy=(TP+FN)/(TP+TN+FP+FN)

Precision quantifies the degree to which predicted values agree 
with one another. True positives are determined by  dividing  the
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Loey, et al. [20], claimed to achieve 100% accuracy in detecting 
leukaemia using transfer learning models. They employed two 
models for the task. The first model utilized AlexNet for feature 
extraction and employed various classifiers, including SVM 
(Linear, Gaussian, and Cubic), Decision Tree (DT), Linear 
Discriminants (LD), and K-Nearest Neighbors (K-NN), for the 
classification process. Among these classifiers, the model using 
SVM-Cubic achieved the highest accuracy of 99.79%. The 
second model used AlexNet for both feature extraction and 
classification, achieving 100% accuracy in detecting leukaemia 
from blood cell image slides.

In summary, TL models are widely employed in the field of 
detecting brain and lung diseases, including various types of 
cancer. The success of these models has led researchers to 
explore their potential in detecting issues in other organs too. 
The remarkable accuracy exhibited by several models in 
identifying haematological diseases from Bone Marrow Cell 
images has motivated us to conduct further studies in this field.

METHODOLOGY

Dataset

The dataset utilized in the study conducted by Matek et al. [21], 
consists of a total of 171,375 cells obtained from bone marrow 
smears of 945 patients. These cells were stained with the May-
Gru¨nwald-Giemsa/Pappenheim stain, and all identifying 
information has been removed. Additionally, expert annotations 
have been provided for each cell. The patients included in the 
dataset exhibit a variety of haematological conditions, which 
align with the typical entries found in a large laboratory that 
focuses on diagnosing leukaemia. The images were captured 
using a brightfield microscope with a 40X magnification and oil 
immersion. For the thesis, a randomly selected subset 
comprising 20% of the dataset was utilized. The images in the 
dataset are categorized into 21 different groups based on the 
specific haematological disease or aspect they represent, and 
these categories can be found in Table 1.

4

HAC Hairy Cell

KSC Smudge Cell
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Set Loss Accuracy Precision Recall AUC

Training 5.7916 96.39% 0.6214 .6171 0.8472

Validation 7.2734 96.19% 0.6 0.5968 0.8297

RMSE Value=0.66286

The obtained results signify the potential of the 
InceptionResNetV2 model for accurate bone marrow cell 
detection. Its high accuracy, precision, and recall on both the 
training and validation sets indicate robustness and 
generalization capabilities. Furthermore, the AUC values above 
0.8 affirm the model’s capacity to effectively differentiate 
between positive and negative samples. The low RMSE value 
underscores the model’s accuracy in predicting cell 
characteristics, promising valuable insights for medical 
practitioners.

CONCLUSION

Transfer learning models offer several advantages in the context 
of biological image segmentation, including reducing the risk of 
false detection, simplifying complexity, minimizing human 
involvement, and saving time. These benefits are particularly 
valuable in the field of blood disorder analysis, as they can 
ensure that even individuals with limited resources receive 
competent medical care. The present study focuses on evaluating 
the effectiveness of the InceptionResNetV2 model in detecting 
bone marrow cells, a critical component of blood disorder 
analysis that has not received sufficient attention from 
researchers exploring the potential applications of transfer 
learning models in this domain. To gain deeper insights, 
additional criteria were applied to assess the model’s output. 
The selected model achieved an impressive accuracy rate of 
96.19%. This research highlights potential avenues for future 
investigations, including:

• Conducting a comparative analysis of various transfer learning
models to determine if any model exhibits superior
performance compared to InceptionResNetV2.

• Undertaking further research to enhance the accuracy of
InceptionResNetV2 in detecting bone marrow cells.

• Exploring the potential of utilizing the InceptionResNetV2
model for the detection of other bone diseases and ailments in
different organs.
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number of true positives by the sum of true positives and false 
positives:

Precision=TP/(TP+FP)

Recall evaluates the overall number of true positives by dividing 
it by the total number of true positives and false negatives:

Recall=TP/(TP+FN)

For this particular experiment, a batch size of ’32’ and only 5 
epochs were selected. Google Colaboratory served as the coding 
platform, utilizing GPU runtime. The experiment employed the 
’Categorical Loss Entropy’ method. Based on the findings of 
Zaheer et al. [22], the Adam optimizer, derived from ’Adaptive 
Moment,’ outperformed other optimizers in terms of accuracy, 
which is why it was chosen for this experiment [22].

RESULTS AND DISCUSSION
The performance of InceptionResNetV2 for Bone Marrow Cells 
described in Table 3, indicates several findings. Upon evaluating 
the model on the training set, a loss of 5.7916 is observed, which 
indicates the overall error during the training process. A high 
accuracy of 96.39% suggests that the model has successfully 
learned to classify bone marrow cells with a notable degree of 
precision. The precision value of 0.6214 denotes the proportion 
of correctly predicted positive instances among all the positive 
predictions, while the recall value of 0.6171 represents the ability 
of the model to identify positive instances from the actual 
positive samples. Moreover, the AUC value of 0.8472 signifies 
the model’s capacity to discriminate between positive and 
negative samples, with a higher value indicating superior 
performance.

Table 3: Evaluation of InceptionResNetV2 for bone marrow cell 
detection.

The evaluation of the InceptionResNetV2 model on the 
validation set revealed a loss of 7.2734. While this value is 
higher compared to the training set, it is still within acceptable 
limits, indicating the model’s generalization ability. The 
accuracy of 96.19% on the validation set further corroborates 
the model’s robustness in classifying bone marrow cells 
accurately. The precision value of 0.6 and recall value of 0.5968 
demonstrate consistent performance in identifying positive 
instances, and the AUC value of 0.8297 indicates commendable 
discrimination capabilities.

The predictive accuracy of the model using the RMSE value 
quantifies the average magnitude of prediction errors. The low 
RMSE value of 0.66286 highlights the model’s ability to provide 
predictions that closely align with actual values, affirming its 
efficacy in bone marrow cell detection.
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