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DESCRIPTION
The robot is an important part of realizing intelligence, but
manipulators can only perform simple tasks in a structured
environment, such as sorting and packing. In light of the
existing problem, this paper presents a state-of-the-art survey of
an intelligent robot capable of autonomous decision-making and
learning the main achievements and research of the robot, which
were primarily based on breakthroughs in automatic control and
hardware in mechanics [1]. Many pieces of research have made
further advances in adaptive and robust control as artificial
intelligence has evolved the most recent research in deep
learning and reinforcement learning has paved the way for
robots to perform highly complex tasks. While the robot can
currently perform some simple repetitive tasks well, it cannot
adapt to a complex environment with shielding or changing
lighting conditions in real time. With the growing demand for
intelligent robots, it is critical to develop a robot grasping
solution with independent decision-making and learning
capabilities. As a result, the robot is a high-level physical
embodiment of artificial intelligence, and automation is the
foundation of intelligence. The rapid development of artificial
intelligence technology that incorporates uncertainty models
propels adaptive and robust control forward. Analytical and
empirical approaches are primarily used in these machine
learning algorithms for object grasps [2]. These methods are
effective, but they are based on hand-crafted features and
simplify the grasping environment.

As a result, they are laborious, time-consuming, and incapable of
adapting to complex environments. It is necessary to develop a
universal swarm robotic solution for various environments that
can make decisions and learn on its own [3]. Deep
reinforcement learning is currently the primary method of
intelligent decision-making and control for robots, allowing
robots to learn a task from the ground up. This method
necessitates numerous trials and incurs numerous errors, making
it difficult to apply to actual robot manipulation. It is proposed
to use imitation learning and transfer learning [4]. It is hoped
that, in the end, an end-to-end neural network can be built to

output the motor control of each joint simply by inputting the 
observed image. Learning to manipulate objects based on visual 
perception schemes is currently a research focus for data-driven 
methods. The method of extracting features from images 
provides a new direction for learning robot manipulation and 
swarm communication, but traditional methods of feature 
extraction rely heavily on prior knowledge, so only a portion of 
the information can be effectively utilized [5].

CONCLUSION

Because of deep learning's significant breakthrough, the robot 
can now extract more generalized features autonomously. The 
deep learning network has achieved fantastic results in machine 
perception and image processing due to its excellent feature 
extraction capability. At the same time, deep learning can be 
combined with mathematical modelling to learn robot 
manipulation, but the biggest limitation remains the lack of an 
overall system model. As a result, Deep Reinforcement Learning 
(DRL) is proposed to realize end-to-end learning from perception 
to robot manipulation. Following that, this article discusses 
cutting-edge robot research based on RL, such as dexterous 
manipulation, navigation, trajectory and route tracking, path 
planning, demonstration and imitation learning.
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