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Introduction
Multiple peaking in concentration-time profiles following the 

administration of a single dose of a drug has been the subject of 
considerable interest recently, and a comprehensive review of the 
possible causes and the associated literature has been published recently 
[3]. For most drugs, the plasma concentration-time profile following 
extravascular administration of a single dose rises to a peak and then 
decays away again, but for some drugs, the profile rises to a peak, starts 
to decay, then rises again to a second peak, often higher than the first. 
This is known as the Double Peak Phenomenon.

The present paper is concerned with modelling this phenomenon 
in profiles following oral doses of drug. The absorption of drug into 
the blood stream is a very complex process which is affected by many 
factors [3,4]. Three main explanations have been advanced in the 
literature for this Double Peak Phenomenon, namely enterohepatic 
recirculation [12], delayed gastric emptying [10,7,11,8], and variability 
of absorption [14,6,16,13,15].

For the veralipride responses examined in Godfrey et al. [4], the 
paper from which the data sets were drawn [14] pointed to variability of 
absorption as being by far the most probable physiological explanation 
for the Double Peak Phenomenon. This was also the case for the two 
additional sets of data drawn from the literature considered in the 
present paper – danazol responses [2] and ranitidine responses [16] 
and it was therefore used as the basis for the first modelling approach 
developed therein, referred to as the Variability of Absorption approach.

The problem with this technique is that it needs several parameters 
to describe the input function, so that the total number of parameters 
to be estimated is comparatively large. This means that numerous 
starting values (initial guesses) need to be used for the estimation, 
to be reasonably certain that the global minimum has been reached, 
rather than a local minimum. To overcome this, a second approach 
was developed, based on a suggestion of Jacquez [5], who noted that 
a single linear chain of compartments had been used to model system 
responses in several different application areas and could be used in 
pharmacokinetics as a method of modelling single peak responses. 

For the Double Peak Phenomenon, this was extended to model the 
absorption phase as two parallel linear chains of compartments 
connected together in series, with the outputs of each chain added 
together to form the input to a compartmental model describing the 
distribution and elimination of the drug [4]. This is referred to as the 
Parallel Inputs approach.

The two approaches were used in Godfrey et al. [4] to model 
three sets of data, two provided by AstraZeneca and the third, 
describing the pharmacokinetics of veralipride, drawn from the 
literature [14]. The curve fitting was done in Berkeley Madonna [1] 
with the data unweighted. Rosenbrock’s Stiff Algorithm was used 
because of the wide spread of dynamics. For two of the veralipride 
responses, the tail end of the data was not fitted very well. Accuracy 
of the pharmacokinetics at this point in the profile is important 
because, firstly the terminal slope can indicate whether a drug would 
accumulate on multiple dosing and secondly because it can control 
the quality of predicting the efficacy of a drug in a PK/PD model. 
Two methods of improving the tail end fit for these responses are 
examined in the present paper. The first method involves extending the 
Parallel Inputs model by adding a further compartment in the part of 
the model describing distribution and elimination, while in the second 
method, the tail end data points are weighted before curve fitting. Two 
further data sets from the literature, describing the pharmacokinetics 
of danazol [2] and of ranitidine [16] are also examined in the present 
paper.

It is found that for most of the responses, it is possible to reduce 
the Sum of Squared Error considerably by using either or both of 
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Abstract
Multiple peaking in concentration-time profiles following the administration of a single dose of a drug has been 

the subject of considerable interest recently. Two methods of modelling the phenomenon of Double Peaks in 
pharmacokinetics, both based on compartmental models were described in a recent paper. The first method, the 
Variability of Absorption approach, assumes that the absorption of the drug from the gut to the systemic plasma 
varies with the location of the drug in the gut, with negligible absorption through the jejunum and constant (but 
not necessarily the same) absorption rates in the duodenum and the ileum. The second method, the Parallel 
Inputs approach, assumes simultaneous input via two parallel pathways. In the present paper the emphasis is on 
improved fitting of the tail-end of the profiles for both approaches, especially at low plasma concentrations, by use 
of different forms of data weighting, or alternatively by introducing more complexity in their distribution models. The 
two modelling approaches are used to model four data sets from the literature with the measurement in each case 
being concentration of drug in the systemic plasma following a single oral dose of the drug, either in solution form 
or as an emulsion. 
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these methods. However, it does not seem possible to predict from 
examination of the data which method will yield the lowest error in 
any given case.

Specialist software has been developed to model the Double Peak 
Phenomenon [9] using a method that effectively models the two peaks 
separately. It has several differences from the work described in the 
present paper. Firstly, each part of the profile is divided into a region 
of absorption only before the peak and elimination only after the peak, 
which does not seem to relate to the real situation where elimination 
starts as soon as the drug reaches the liver or the kidneys, and not after 
delays of several hours. Secondly, it appears from examination of their 
Equation (1) that the initial concentration in the blood stream is non-
zero. Thirdly, the curve stripping procedure applied to the first peak is 
often done on the basis of a small number of data points. Finally, the 
two phases of the model have different elimination rate constants; this 
implies two distinct enzyme systems of relevance in the liver, a most 
unusual preliminary assumption.

Materials and Methods
Variability of absorption models

In this approach, the pharmacokinetics was modelled using either 
of the compartmental models shown in Figure 1. For both models, 
Compartment A is the absorption compartment while Compartment 1 
is assumed to contain the systemic plasma in which the concentration-
time profile is measured. In both models, the absorption process and 
the elimination process are assumed to be first-order.

For Model VA(1), the differential equations for the quantities xA 
in Compartment A and x1 in Compartment 1 (assumed to contain the 
plasma) are given by:

1 1 1

( ); (0) 0
; (0) 0

A a A A

a A 1e

x k x u t x
x k x k x x
= − + =

= − =





                                                     (1)

While the corresponding equations for Model VA(2) are given by:
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Measurement is of the concentration x1/V1, with the same volume 
of distribution V1 being used in both models.

The variability of absorption is modelled by using an input rate u(t) 
with the shape shown in shown in Figure 2. 

There are eight parameters to be estimated for Model VA(1), namely 
ka and k1e (Equation (1)) and T1, ΔT1, U1, T2, ΔT2 and U2 (Figure 2) while 
for Model VA(2), there are ten, namely ka, k1e, k12 and k21 (Equation 
(2)) and T1, ΔT1, U1, T2, ΔT2 and U2 (Figure 2). The large number of 
parameters required provided the motivation for the development of 
a second approach which reduced the number of parameters to be 
estimated by a third.

Parallel inputs model
As noted in the Introduction, the second approach developed is 

based on modelling the absorption phase as two parallel linear chains 
[4], as shown in Figure 3.

The inputs to both chains are realistically assumed to be impulsive, 
D1δ(t) to the first chain and D2δ(t) to the second. The first chain is 
designed to model the first peak, and contains a number N1 of identical 
compartments, each with absorption rate constant ka1. The second 
pathway, designed to model the second peak, contains a larger number 
N2 of identical compartments, each with absorption rate constant ka2. 
For Model PI(1), which has a single compartment to describe the 
distribution and elimination of the drug, the differential equations for 
the quantities in each compartment are given by
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The procedure adopted was to perform the parameter estimation 
for a large number of combinations of N1 and N2, leaving only five 
parameters to be estimated, namely D1, D2, ka1, ka2, and k1e.

For Model PI(2), which has two compartments to describe 
distribution and elimination, the last of the equations in Equation Set 
(3) is now replaced with
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Figure 1: Compartmental models with first-order absorption.
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Figure 2: Input rate for two zones of absorption.
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There are now seven parameters to be estimated – the five above, 
plus k12 and k21.

Although the overall parameter estimation procedure can be 
lengthy with this approach there is compensation in that the initial 
values chosen for the parameters are considerably less critical to the 
estimation than for the Variability of Absorption Approach, due to the 
much smaller number of parameters to be estimated [4].

In both approaches, if suitable plasma concentration data are 
available following intravenous (IV) dosing of compound then the 
size of the appropriate distribution models will be known (1, 2 or even 
3-compartment). Simultaneous fitting of IV and oral data may then be 
possible which will increase the robustness of the parameters leading to 
better estimates of bioavailability for profiles exhibiting a double peak. 

Data sets

Four sets of data are examined in this paper; all are concentration-
time profiles following a single orally-administered dose at time t = 
0. Data Set 1 (Table 1) is a subset of the responses for veralipride [14] 
which were examined earlier [4]. For the first two responses (Subjects 
F and G), the tail end is not fitted well. It is fitted well for the third 
response (Subject C), which is included in the present study to see 
whether there is any improvement in fitting data where the fit to 
the tail end is already good. The second and third data sets (Tables 2 
and 3) consist of three responses for danazol [2] and two responses 
for ranitidine [16], respectively. These were not examined previously 
and are included here as further examples of fitting the Double Peak 
Phenomenon. The fourth set of data (Table 4) is again a subset of the 
responses examined in Godfrey et al. [4], and consists of a response 
from a set of data provided by AstraZeneca.

Results
For all of the model fits, parameters were estimated using 

Rosenbrock’s Stiff Algorithm in the curve fitting procedure in the 
software package Berkeley Madonna, Version 8.0.1 [1]. The results 
presented are of normalised RMS Errors, obtained by dividing the 

RMS Error by the mean of the concentration values; this gives a better 
comparison between subjects.

For the Variability of Absorption modelling, because of the many 
parameters to be estimated, it was necessary to make a very large 
number of fits with different initial guesses for the parameter values in 
order to be reasonably certain that the global minimum in RMS Error 
was reached. The number of fits used throughout this work was set to 
500.

As stated earlier, for the Parallel Inputs modelling, the number of 
compartments N1 and N2 in each chain were not among the parameters 
to be estimated using Berkeley Madonna and instead, the fitting was 
repeated for a large number of these integer values.

The Normalised RMS Errors obtained with no weighting of the 
data are given in Table 5 and the fits for three of the responses are 

Figure 3: The Parallel Inputs Models PI(1) and PI(2).
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Model PI(1) 

Time
(hr)

Subject
F G C

0 0 0 0
0.17 259.9 13.4 52.8
0.33 358.2 64.9 96.8
0.5 231.9 219.0 138.3
0.75 184.4 304.0 148.6
1 155.7 301.3 164.6
1.5 148.6 267.9 143.6
2 223.5 221.3 131.7
2.5 227.8 253.9 144.4
3 245.7 343.1 154.9
4 220.7 240.6 166.2
6 136.9 132.5 117.6
8 93.9 90.9 109.1
10 70.1 62.2 90.5
12 47.2 39.6 80.5
24 16.3 17.8 43.2

Table 1: Data Set 1 – Plasma concentrations (ng/ml) for veralipride; dose = 100mg 
in 200ml of water.
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shown in Figure 4. A logarithmic scale for the concentration has been 
chosen to illustrate the fact that the slope of the fit at the tail end of the 
data is not very accurate for two of these responses.

To determine whether the fitting of the tail end of the data could 
be improved, a further set of model fits was made with weighted 
data. As there is no simple closed-form solution of the equations for 
either approach Berkeley Madonna is used to solve numerically the 
differential equations (1) and (2) for the Variability of Absorption 
models and (3) and (3A) for the Parallel Inputs models. In this situation 
it is not possible to directly weight the least-squares errors, between 
model-predicted and actual data, thus a different approach is used. The 
weighting on the last data point was introduced empirically by adding 
fifty identical values at very small time increments below the time of 
the last data point and fifty above it, so weighting the last data point by 
101. The weighting on the two preceding data points was done similarly 
with five points below the time of the data point and five above it, so 
weighting both these points by 11. The results are shown in Table 6 and 
the weighted data fits for the same three responses as in Figure 4 are 
shown in Figure 5. The precise choice of weighting on these last three 
data points was made to provide a close fit to the tail end of the data for 
all the data sets, while at the same time avoiding a significantly worse fit 
to the earlier data points. 

The fits to the response of Data Set 4 are shown in Figure 6; the 
unweighted and weighted data fits being shown together in this Figure 
to emphasise how weighting can result in a higher RMS Error.

Time
(hr)

Subject
A B C

0 0 0 0
0.5 160 12.5 13
1 195 50 38
1.5 130.5 43 69
2 219.5 82 94
2.5 198.5 175 94
3 189 139 84
3.5 194 107 52
4 133.5 165 56
5 83.5 187.5 84
6 55.5 100 137
8 36 58.5 54
10 32 50 37
12 30.5 28 22
18 22 16.5 13
36 14 10 7

Table 2: Data Set 2 – Plasma concentrations (ng/ml) for danazol; dose = 100mg, 
corresponding to 30g of the emulsion formulation, taken with 120ml of water.

Time
(hr)

Subject
A2 A6

0 0 0
0.33 193 93
0.67 352 620
1 398 500
1.5 500 352
2 389 528
2.5 352 1222
3 352 1500
4 806 1093
6 445 695
8 296 426
10 222 296
12 185 185

Table 3: Data Set 3 – Plasma concentrations (ng/ml) for ranitidine; dose= 300mg 
in 240ml of water.

Time (hr) Subject M240
0 0
0.25 18.6
0.5 45.4
1 371.4
2 693.4
3 866
4 793.8
5 752.4
6 714.4
8 731.8
12 455.4
24 2903.6
36 1341
48 1063.6

Table 4: Data Set 4 – Plasma concentrations (ng/ml) for AstraZeneca Compound 
B; dose = 20mg/kg in 100ml of solution.

Normalised RMS Error
Data
Set

Model→
Subject↓ VA(1) PI(1) VA(2) PI(2)

1

F 0.217 0.216 0.134 0.076
G 0.068 0.073 0.067 0.064
C 0.070 0.066 0.034 0.065

2
A 0.149 0.153 0.152 0.153
B 0.295 0.265 0.299 0.204
C 0.167 0.148 0.090 0.135

3
A2 0.146 0.144 0.146 0.131
A6 0.138 0.090 0.114 0.104

4 M240 0.127 0.121 0.120 0.123

Table 5: Comparison of Normalised RMS Errors – unweighted data, for subjects 
from Tables 1 – 4 using four models as specified, heavy type shows the minimum 
value for each row.

Normalised RMS Error
Data
Set

Model→
Subject↓ VA(1) PI(1) VA(2) PI(2)

1

F 0.092 0.093 0.053 0.048
G 0.084 0.085 0.079 0.026
C 0.036 0.036 0.027 0.036

2
A 0.135 0.136 0.132 0.047
B 0.157 0.150 0.159 0.077
C 0.141 0.136 0.032 0.133

3
A2 0.071 0.073 0.070 0.036
A6 0.058 0.058 0.053 0.046

4 M240 0.147 0.152 0.147 0.149

Table 6: Comparison of Normalised RMS Errors – weighted data, for subjects 
from Tables 1 – 4 using four models as specified, heavy type shows the minimum 
for each row.
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Discussion
The following points emerge from inspection of the results

•	 From Tables 5 and 6, one of the 2-compartment fits has given 
the lowest RMS Error  for most of the responses both with 
unweighted data and with weighted data.

•	 From Table 5, it can be seen that all four models give very 
similar RMS Error for Data Set 2, Subject A, with unweighted 
data.

•	 From Tables 5 and 6, the lowest RMS Error with both 
unweighted and weighted data has been obtained in the 
majority of cases using Model PI(2).

•	 From Tables 5 and 6, the minimum RMS Error using weighted 
data is reduced, in several cases considerably, compared 
with the corresponding fits using unweighted data for all the 
responses except two. The exceptions are Data Set 1, Subject 
C, which was included in the study to see whether the two new 
methods described in this paper would result in lower RMS 
Error for a response whose tail end was already fitted well with 
unweighted data, and Data Set 4.

•	 From Figures 4A and 5A and Figures 4B and 5B, the weighting 
of the data greatly improves the estimation of the slope at the 
tail end of the data for Data Set 1, Subject G and Data Set 2, 
Subject C, which would in turn give a much better estimate of 
the terminal-phase half-life.

•	 From Figures 4C and 5C, the visual improvement when 
weighting the data in the fitting of the tail end of the data for 

Data Set 3, Subject A2, is comparatively modest. In the light of 
this, the margin of improvement in least RMS Error for this 
response is perhaps a little surprising, given that the fit was 
already good for the unweighted data (Figure 4C).

•	 From Tables 5 and 6, it can be seen that for Data Set 4, the 
lowest Normalised RMS Error is 0.120 for the unweighted data 
(Model VA(2)), and 0.147 for the weighted data (Model VA(1) 
or VA(2)). The reason in this case is that the last data point is 
at t = 48 hours, and that at this time, the concentration value is 
still quite high – in other words, the tail end of the data has not 
yet been reached. The best fits, shown in Figure 6, indicate that 
while weighting improves the fit of the last data point, this is at 
the expense of less close fits at the earlier data points.

In conclusion the advantage of the Variability of Absorption 
approach is that it has a clear physiological interpretation, with zero 
rate of absorption assumed from the jejunum, although the assumption 
of constant input rates over the two other zones, corresponding 
to the duodenum and the ileum, is an idealization. The drawback is 
that it is essential to try a very large number of initial guesses for the 
model parameters, to be reasonably confident of reaching the global 
minimum. 

The advantage of the Parallel Inputs approach is that there are 
considerably fewer parameters to be estimated, and as a consequence, 
the estimation is far less critical to the initial parameter guesses, 
converging to the same final values from a relatively large range of these. 
The drawback now is that there is no direct physiological interpretation, 
although the impulsive dosing is realistic. As applied here, the method 
is also time-consuming, because numerous combinations of the 

 

(a) Data Set 1, Subject G, Model PI(2) (4A) Data Set 1, Subject G, Model PI(2) (b)  Data Set 2, Subject C, Model VA(2) (4B)  Data Set 2, Subject C, Model VA(2) 

(4C) Data Set 3, Subject A2, Model PI(2) 

Figure 4: Best model fits with unweighted data.
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Figure 5: Best model fits with weighted data.

number of compartments in each pathway have to be tried. Overall, 
it takes approximately the same amount of time to apply either of the 
two approaches.

To improve the fit to the tail-end of the data two methods were 
tried. First, the performance of the Parallel Inputs approach with 

two compartments to model the distribution and elimination of the 
drug was investigated. Second, the possibility of obtaining better fits 
by weighting the last three concentration values in the response was 
examined.

The lowest RMS Error for these seven responses was obtained using 
Model PI(2) in six cases and Model VA(2) in the remaining case. This 
illustrates the importance of using both methods of modelling.

For the response of Data Set 4, the RMS values were again similar 
for all the models for the unweighted data, but this time, weighting 
noticeably increased the RMS Error values. It can be seen from Figure 
6 that while the tail end of the response is fitted more closely, it is at the 
expense of a less close fit earlier in the response. 

It was found that in nearly all cases remarkably good fits to the 
data could be obtained using a particular combination of model and/
or weighting. It is therefore definitely worthwhile having both methods 
of modelling to hand. However it is essential to examine the curve fits 
graphically, rather than just relying on RMS Error values.

The modelling techniques described here can also be applied to 
many of the compounds detailed in the extensive review of multiple 
peaking by Davies et al. [3].
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