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Abstract

Big Data analytics is one of the great challenges for Learning Machine (LM) algorithms because most real-life
applications involve a massive information or big data knowledge base. By contrast, an Artificial Intelligent (AI)
system with a data knowledge base should be able to compute the result in an accurate and fast manner. This study
focused on the challenges and solutions of using with Big Data. Data processing is a mandatory step to transform
unstructured Big Data into a meaningful and optimized data set in any LM module. However, an optimized data set
must be deployed to support a distributed processing and real-time application. This work also reviewed the
technologies currently used in Big Data analysis and LM computation and emphasized that the viability of using
different solutions for certain applications could increase LM performance. The new development, especially in cloud
computing and data transaction speed, offers significant advantages to the practical use of AI applications.
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reduce; Cloud computing

Introduction
The market demand for LM and AI applications, especially in

robotics, image processing, object detection and recognition,
classification, and so on, has shown significant growth in the past
years. The performance of LM depends on the applied algorithm and
data set preparation, which involve time-consuming processes. In fact,
no particular system can guarantee superior performance without
module adjustment. Big Data solutions offer a new scientific
innovation that can be integrated with LM and AI systems to promise
high performance in a short time.

Any organization or institution can improve their performance by
analyzing the current situation (based on the available information)
and taking the right decision (based on the predicted result).
Developing such analytic tools is expensive because LM requires a
large computing infrastructure, especially when dealing with a big
database. The cloud platform limits the difficulties of processing and
memory size in analyzing a big data set within a sensible timeframe.
For example, Google developed a machine-learning prediction
Application Programming Interface (API) by providing numerous
libraries or scripts to access the API using different programming
languages. The prediction API can be used to solve a complete pattern,
such as spam detection and movie-ranking prediction. Data are
simulated across several data centers using the cloud storage, where
most prediction outputs take less than 0.2 s [1].

The Google API cloud platform has two access methods: (1) the API
explorer, which is an interactive tool that is simply accessed from a web
browser, and (2) the Google plugin for eclipse. Google also developed
an app script for third-party services and the Google prediction client
library for R-language. The Amazon machine-learning service is
another example supported by the Amazon Web Services and is
designed to enable organizations to deploy their Big Data analytics

solution on a cloud platform [2]. Microsoft [3] and many other cloud
service providers have started offering an LM service because of the
high market demand in prediction application.

Assuncao et al. [4] reviewed the development methodologies and
environments for performing Big Data analytics on a cloud platform.
They categorized the Big Data analytic solutions of an organization
into descriptive (i.e., model of past customer activities), predictive (i.e.,
predicts customer needs based on the available data), and prescriptive
(i.e., assist companies with the decision-making process). The
challenges and state-of-the-art methods that are currently involved Big
Data analysis were overviewed by Chen and Zahang [5]. Jin et al. [6]
addressed the importance and opportunities of the concept of Big
Data. They also presented the challenges encountered in terms of data,
system, and computational complexity, as well as possible solutions to
these challenges.

Figure 1: Most popular DB management systems [8].

Numerous big data analytic platforms, such as SQL and Cloudera
Impala, have a simple, reliable, efficient, and scalable processing
mechanism, which is integrated across many systems. On the contrary,
NoSQL supports a mechanism for the storage and retrieval of
unstructured non-relational DBs. NoSQL data modeling and
description can be found in [7]. The Oracle relational DB management
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system is the most widely used DB engine as of November 2015 [8].
Figure 1 shows other DB engine ranking for the last two years.

The present study focuses on the implementation of different LM
approaches to big data scale and proposes an optimal solution to
bridge the gap between the data preparation process and performance
of the intelligent system.

LM System
LM is used to solve most non-linear problems in many fields

because of its capability to extract important information from
training samples. Most of the methods used in worldwide research are
based on statistical techniques for analyzing organization data sets. The
LM designed by scientific developers has recently offered a high-
performance and scalable learning system for data-driven discovery.
Supervised learning is implemented when sample patterns are trained
with their expected output. This type of training should have integer
inputs/outputs; thus, the trained system is able to predict the unknown
output based on the given inputs. However, the first challenge in
implementing an LM system is the data pre-processing, such as
normalization, transformation, handling of missing data, feature
extraction and selection, training, optimization, and generalization
model. Figure 2 illustrates the implementation of an LM system to
predict organization behavior. The second challenge is summarized by
the data size increment and Big Data term, where the LM system deals
with a high number of inputs/outputs. Data clustering provides
advantages to the LM implementation of big data analytics, but
designing and developing such system require considerable effort.

Figure 2: LM analytic system.

The design of an LM algorithm depends on analytic purpose of the
organization (customer requirements), that is, whether it is descriptive,
predictive, or prescriptive. Numerous computing developers exist, such
as the Hadoop ecosystem [9], which is an open-source implementation
that is applied as management, processing, and storage analytic
solutions. MapReduce is also an associated scheme that solves large
data processing with parallel and distributed algorithms [10]. The LM
and parallel training approaches provide potential advantages to big
data implementation [11].

Best Practices of LM Modules
Information technology applications are developing and growing

exponentially, emphasizing the need for engineers and researchers to
address the increasing market demands. Any business or government

transforms the existing DBs to a knowledge base, which involves the
data-processing stage as part of their enterprise system. In reference to
a recent review [12], LM is implemented worldwide in diverse fields,
such as climate and environment, bio, medicine, and health, galaxies
and universe, and economics and finance [13]. For a sustainable LM
module, the said contexts should be considered to ensure an efficient
and optimal LM computational solution that can be integrated with
any knowledge base. Challenges should also be considered before the
application of LM in any business environment (Figure 3).

Data measurement
Statistic analytics is based on the data type, that is, whether it is

nominal, ordinal, interval, or ratio. An LM model can solve non-linear
problems based on its level of measurement, but it should be designed,
classified, and identified. The same data measurement must be
implemented for each individual LM model to evaluate the
performance of the predicted result [14]. Data classification,
preparation, and processing significantly affect the simulation results,
which also reflect the final evaluation of the entire LM model. LM is
also implemented for big data experiments [7,15,16]. In some studies,
LM is combined with the feature selection and data processing of a
data knowledge base [17-19].

Security, privacy, and integrity
The terms security and privacy have different meanings in computer

science. Analyses of data security are applied to security and
surveillance practices to encourage experts to use big data security
assemblages [20]. Nevertheless, the security ambition in big data
applications focuses on privacy, integrity, authenticity, and access
control [21]. In cloud-computing implementation, sharing data
resources using different data formats by multiple-user access presents
new challenges to big data security. The Cloud Security Alliance has
covered such difficulties and provided solutions based on four
categories: infrastructure security, data privacy, data management, and
integrity and reactive security [22]. Another factor is data availability,
which is important in LM algorithms, especially when data are stored
in various locations and distributed processing is deployed. Other
security issues are discussed in Reference [23]. The Institute of
Electrical and Electronics Engineers (IEEE) Standards Association has
initiated numerous standards and protocols [24] allied with big data
management (structured and unstructured, formats, size of data),
security, integrity, analytics, and so on.

Scalability
The information in a practical DB is unstructured by nature, even

when it comes to LM implementation and regardless of the data
platform. Modifying the number of inputs/outputs for an intelligence
system without retraining data patterns remains a difficult task.
Scalability challenge is an important aspect for any business because it
may diversify their intention any time. The solution is to provide
online and offline training services, which allow deploying any changes
and test them using offline services before switching to online or real-
time demonstration. A scalable distributed system is implemented for
big data analytics [25] and results in a high performance in the
operational time.
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Figure 3: Classification of LM challenges.

Cloud computing
The most striking attribute of cloud computing in LM practice is its

elasticity and scalability. Cloud computing service providers offer full
or partial infrastructure, Platform, Analytics and/or Software as a
Service to clients based on their requirements. Customers may take
benefits of the cloud by demonstrating and validating the proposed LM
algorithm (i.e., finalizing system inputs/outputs, determining the
number of neurons in each layer, and identifying the significance of the
proposed module) before they implement it in a real-time operation.

The only disadvantage of renting a cloud service is the processing time,
which presents a dramatically non-linear relation between the cost of
leasing the service for analytic purposes and the cost of targeting
payback retention for the gained knowledge. Chang and Wills [26]
designed an architecture module to compare the non-cloud and cloud
storage of big data for organizational sustainability modeling. Their
results illustrate high consistency between the actual and expected
execution times using the cloud platform but low consistency on the
non-cloud platform. Thus, the cloud as a platform can reliably be
implemented for big data storage and LM execution.

Big data present challenges to further research in conventional
computing science, thereby promoting the search for modern analytic
utilities. Good planning with proper selection of needed analytic tools
can result in a promising LM module to be used in the field of
intelligent computing science.

LM Algorithms
AI programming is rapidly growing in various applications. In fact,

LM algorithms can be applied in any field of study that involves the
ability to learn from data and to predict the behaviour of a particular
output. The most widely used LM algorithms were listed by Brownlee
[27]. This study attempted to identify the LM algorithms that are
applicable to and can deal with a big data knowledge base. Table 1
illustrates the available LM algorithms used for big data analytics.

Algorithm Method Advantage Challenge

Extreme Learning Machine (ELM) [28] Reviews the theoretical model of
different ELM algorithms

High stability, speed, and accuracy under
general or specific conditions

Supports many learning applications, such as
regression, classification, feature selection,
clustering, and representational learning

Improves a data-dependent
generalization mechanism for
generating hidden-layer parameters

Artificial Neural Networks (ANNs) [29] Demonstrate LM–ANN models to
analyze and predict the output
given by a data set

Compare different learning strategies Generalization and optimization
capabilities of the learning system

Online machine learning [30] Online NN, Online Support Vector
Machine (SVM), online Kernel
Principal Component Analysis
(KPCA)

The classifier can adapt or retrain the changes
in the input data for prediction.

The prediction and online classification
processes are sometimes integrated for big data
analytics.

An extensive demonstration in
practical applications remains a
significant challenge for online-
learning methods.

ELM Clustering (ELMC) [31] KMeans algorithm in ELM, non-
negative matrix factorization (NMF)
algorithm in ELM

An ELM feature space is supported by KMeans
clustering.

It can handle a large number of input
parameters.

NMF is tested for finding the low-dimensional
representation of non-negative high-dimensional
data, which can provide initiative data mapping
to simplify the process.

The overall performance has less effect with the
changes in the hidden-layer nodes.

Further testing needs to be
conducted, especially with other
ELM feature-mapping techniques.

Unsupervised Discriminative Extreme
Learning Machine (UDELM) [32]

Handles learning tasks with only
unlabeled data

Merges the local manifold learning with global
discriminative learning

Gives better data representation than the
ordinary unsupervised ELM, which conserves
only the local structure of data

Generalization and optimization
factors need to be enhanced.

Table 1: Recent development in the implementation of LM algorithms for big data analytics.
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Many other LM algorisms are applied to different applications, such
as parallel processing, AI techniques, data processing, and elastic ELM
algorithm [33].

Conclusion
The LM concept is being increasingly adopted in current and future

trends in big data implementation. This paper presents the challenges
that are faced by various LM tools to provide an adaptable framework
that fits in the big data analytic domain. Analytic modules can be
integrated with the LM engine to overcome the circumstances of data
processing. This technique is practical to prepare sample sets in LM
analysis. Big data analytics and LM implementation support each other
and can be powerful tools to understand and predict business
behaviour based on customer information input. Any organization can
improve its performance by analyzing the current situation and taking
the right decision. However, current hardware utilities are encouraging
new technologies to integrate AI algorithms in many applications,
especially in solving classification problems, such as image processing
and detection. Making a deal with a third-party service may help an
organization arrive at a better decision. The future of LM focuses on
unsupervised learning (i.e., dealing with unable or unstructured data),
in which clustering and density estimation are applied.
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