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Introduction
Healthcare providers train as individuals, yet function as teams, 

thereby creating a gap between training and reality [1]. Teamwork 
failure is consequently a primary threat to patient safety [2]. The 
challenge is to distinguish team process from team performance in 
team-based assessment efforts and training [3]. The so-called ‘global 
team effectiveness’ relies upon two separate components: team process 
referring to Crisis Resource Management (CRM) principles, and team 
performance (technical procedures & algorithms) [4]. 

Simulation provides a powerful educational technique, particularly 
in management of emergencies. It is also used to train multi-professional 
teams, to identify errors and to modify behaviors in view of improving 
performance [5]. In fact, teamwork training constitutes a core approach 
to enhanced levels of quality and safety.

Team performance measurement and evaluation helps to ensure 
that simulation-based training for teams is systematic and effective 
[6]. Simulation-based training represents an opportunity to administer 
assessments of medical teams and to provide participants with 
scientifically valid and practically useful experiments [7].

Educational evaluation consists in systematic appraisal of teaching 
and learning quality [8]. Assessment tools are needed to assess 
teamwork when responding to critical events [9]. The challenge actually 
seems to consist largely in the fact that investigators often do not assess 
performance in a way that is distinct from team process. Measures 
often mix the two, which can be problematic. Very often, when teams 
are evaluated, the emphasis is put on team behavior (leadership, 
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communication, call for help, utilization of resources, awareness of 
the situation) to the detriment of team clinical performance focused 
on which care the patient/simulator is receiving for its survival 
[6,10]. While several validated scales have been published to evaluate 
team processes – CRM principles [6,11], clinical team performance 
assessment in simulation-based training often relies on scenario or 
situation-checklists designed to assess technical procedures performed 
in a specific order [11-15]. Another evaluation tool for clinical 
performance is the global rating scale (GRS), which assesses overall 
performance [16-18].

To our knowledge, there exists neither gold standard nor any 
evaluation scale covering all life-threatening conditions and providing 
objective assessment of clinical team performance.

The aim of this study was to develop and to psychometrically assess a 
clinical evaluation tool named Team Average Performance Assessment 
Scale (TAPAS), usable in simulated pediatric and adult life-threatening 
emergencies, and covering all the procedures and algorithms required 
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for team performance when managing a life-threatening situation, and 
which could be used to assist feedback, teaching, and assessment. TAPAS 
may be considered as a clinical tool that can serve as a complement to 
teamwork evaluation. Team behavioral assessment was not in the scope 
of this study, but performed parallel to the use of TAPAS with a specific 
CRM principle assessment scale. 

Methods
Study

This study was performed in the Simulation Laboratory of the 
Faculty of Medicine of Poitiers, France. It was reviewed and approved 
by the Institutional Research Board of the INSERM 1402 (‘Institut 
National Scientifique Et de la Recherche Médicale’, # 11-28, 2009-
09-20) and the ‘Comité de Protection des Personnes’ (Committee for 
protection of persons) registered under the number 13.05.16. A written 
informed consent was obtained from all participants for research and 
video. All results were kept anonymous. 

Creation of the instrument

Content: Three subject-matter experts selected the items. They 
were specialized in Emergency Medicine (pre-hospital and in-hospital, 
adult and pediatrics), certified PALS, EPLS, NLS, ACLS, and ATLS. Two 
of them were training program instructors. Items originated in the 2010 
recommendations of AHA [19-21] and ERC [22-24], and the ATLS 
course [25]. The content creation process was designed to cover the 
ABCDEs (Airway, Breathing, Circulation, Disability, and Exposure), 
with assessment and action items in each category, and to be used for 
a patient (from a neonate to an adult), presenting a medical or trauma 
emergency. A “setting” part was added prior to the ABCDE algorithm. 
Most items reflected critical management, making it easier to conserve 
objective terminology. Many items were included in TAPAS to cover 
the maximum range of possible scenarios from neonatal to adult. Items 
were selected because of their direct impact on patient safety [7]. 

For convenience and rapidity of checking while the scenario was 
running, items were preselected prior to a given scenario, assuming what 
would be performed if clinical management were optimal. Chosen items 
were thought to be relevant to each case. Choice of items consequently 
differed from one scenario to another depending on etiology, age 
group, situation, and what was supposed to be done according to the 
learning objectives. Every scenario had the same printed sheet but was 
customized for the specific scenario by highlighting the appropriate 
items to be scored. Each category contained a maximum number 
of preselected items according to scenario and learning objectives, 
differing from one scenario to another.

Scoring for each item adopted the recently proposed triple item-

by-item rating [17] aimed at assessing both quality and performance 
time, and relying upon three classes: not performed (0/2), performed 
but incorrectly done or delayed (1/2), correctly performed and in time 
(2/2). The sum of scores from each category constituted the total score. 
Total scoring was established by collecting among the selected items the 
ones having been rated. Dividing by maximum possible score (score 
of all preselected items) and multiplying by 100 gave a result over 100. 
TAPAS consequently gave a score over 100, equivalent to the percentage 
of optimal clinical performance for management of a given scenario. 
This method allowed us to use TAPAS for any scenario, whatever the 
age group and clinical situation, as long as a life-threatening condition 
was present. 

TAPAS was designed to give a performance assessment score for 
a multi-professional team’s approach to a simulated life-threatening 
situation. It covered medical and traumatic emergencies of neonates, 
children and adults. TAPAS deliberately avoided measures of good 
team practice in favor of items directly relevant to the patient's survival: 
team performance alone (technical procedures and algorithms). It 
was printed as a paper evaluation form, and represented a formative 
evaluation without any threshold. The results of this step gave the pre-
scale of TAPAS.

Response process: The pre-scale was tested and modified during 
several simulation-based trainings with scenarios including neonatal, 
pediatric, and adult life-threatening emergencies. Two populations were 
included (February 2010-January 2013): 228 emergency physicians 
during the Pediatric Emergency Procedures University course, and 57 
multi-professional team providers (Emergency Department, Poitiers 
University Hospital). The head research investigator preselected items 
on the evaluation form in accordance with the relevant scenarios and 
learning objectives. To avoid redundancy, some items were deleted 
or gathered, i.e., antibiotics. Difficult scoring by observers led us to 
redistribute items on the evaluation form. In addition, we highlighted 
preselected items. By the end of the response process, the pre-scale had 
the desired level of precision for assessment activities and was adjusted 
by additions/deletions to produce the TAPAS scale. TAPAS included 
129 items distributed in 6 categories. As the 129 items represented 
varied age groups or clinical situations, they were not rated together. 
Different colors and/or fonts were used to facilitate rating of trauma, 
neonatal, and CPR items (Supplemental Digital Content – Appendix 1). 
The last item in each category was “miscellaneous” making it possible to 
add a new treatment/management for a specific scenario.

Psychometric testing

The different elements of the psychometric testing process are 
reported on Table 1.

Population tested Scenarios Assessment Variables Results

1st population
48 participants=12 multi-
professional teams made of 4 
persons: EP, PGY, RN, AD

9 scenarios (pediatric)
72 simulation sessions
Played in teams of 4 persons

144 TAPAS forms filled 
out by 2 independent 
observers randomly 
chosen among 8

Internal consistency: CA (tested on 
3 scenarios, played 12 times each)
Reliability: ICC, comparison of 
means, comparison of variances, R2

CA=0.745
ICC=0.862
Means: O1 vs O2=NS
Variances: O1 vs O2=NS 
R2=0.64

2nd population 48 emergency physicians

15 scenarios (adult, pediatric, 
neonatal)
87 simulation sessions
Played in pairs

174 TAPAS forms filled 
out by 2 independent 
observers randomly 
chosen among 8

Comparison of TAPAS score at 
different training times (at 4 months 
interval)

p <0.0001

Total 96 participants 24 scenarios
159 simulation sessions 318 TAPAS forms

AD: Ambulance Driver; CA: Cronbach Alpha Coefficient; EP: Emergency Physician; ICC: Intra-class coefficient; O1: Observer 1; O2: Observer 2; NS: Not Significant; PGY: 
Resident; R2: Square of Correlation Coefficient; RN: Nurse 

Table 1: Psychometric testing process.
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Participants and simulation setting: In France, adult emergency 
teams manage out-of-hospital pediatric emergencies, and most in-
hospital pediatric emergencies ones in non-university hospitals, except 
for the neonatal ones. As recommended for psychometric testing [26], 
large homogeneous populations were included. 

The study of internal consistency and reliability of the scale was 
performed during the Sim-Stress study of which the methodology is 
published elsewhere [27]. Twelve multi-professional teams of 4 persons 
were recruited (48 care providers): senior emergency physician, 
resident, nurse, and ambulance driver; emergency physicians were 
from Emergency Department and/or pre-hospital care from Poitou-
Charentes hospitals (1.8 million inhabitants); residents were in 
Emergency Medicine internship; emergency physicians and residents 
were certified following Pediatric Emergency Procedures University 
course; nurses and ambulance drivers were from the Emergency Medical 
Service of the University Hospital of Poitiers with certification for EPLS 
or EPILS; emergency physicians, nurses, and ambulance drivers had 
less than 6 years of experience. Teams were drawn by lots and remained 
stable throughout the sessions. A high-fidelity mannequin (SimNewB, 
Laerdal®) was used. Nine scenarios were used: 4 hypovolemic shocks, 2 
cardiogenic shocks, hemorrhagic shock in severe trauma, anaphylactic 
shock, and septic shock. 

The study of comparison of scores at different training times was 
conducted with another population of participants: 48 emergency 
physicians were included and evaluated during the 1st and 5th sessions 
of a University course. A SimNewB and an ALS Kelly mannequin 
(Laerdal®) were used. Different scenarios were used in neonates and 
children (cardiac arrest, acute asthma, purpura fulminans, severe 
trauma, hypovolemic shock, cardiogenic shock, severe intussusception, 
opioid-induced apnea, neonatal asphyxia and meconial aspiration) and 
in adults (cardiac arrest, STEMI, difficult intubation, severe trauma, 
ARDS). Scenarios were rehearsed several times before simulation 
sessions in order to limit variability-induced errors, or assessment 
errors due to the limits of realism. All sessions were videotaped and 
scenarios lasted 20 min on average, followed by a good-judgment 
debriefing [28,29].

Observers: Eight observers (1 pediatric intensivist, 3 pediatric 
emergency physicians, 1 anesthetist, 3 emergency physicians), were 
selected and received a 2-hour training in assessment with TAPAS. All 
were trained to simulation-based education and highly motivated in 
using a novel assessment tool. The assessment information given to the 
observers was formalized. All of 8 of them were enrolled in evaluation, 
but only 2 of them were randomly chosen each time among the 8, to 
independently assess a simulation session. As a consequence, observers 
1 and 2 were always different. They did not communicate scoring to 
each other, and were not allowed to discuss ratings with each other. 
They were not instructors or research investigators. Quality of rating 
was assessed and a post-assessment control was established in order 
to ensure rating of all the preselected items by research investigators. 
A research assistant calculated the final score, which was unknown to 
observers or instructors. In parallel to TAPAS, observers rated CRM 
performance using the CTS – Clinical Teamwork Scale [30]. 

Observers were surveyed on the ease of use of TAPAS scoring with 
a 5-class Likert scale. 

Data analysis

Analysis was carried out on SAS 9.3 software. Descriptive analysis 
included percentage, mean, standard deviation (SD) of every variable. 

Comparative analysis used paired Student t-test. Internal consistency of 
the scale was analyzed by the Cronbach alpha coefficient established on 
three scenarios played by 12 multi-professional teams and the relative 
weight of each category of the scale. Interobserver reproducibility was 
analyzed by intra-class coefficient (ICC), comparison of means, and 
linear regression analysis. Because several observers were included in 
the assessment, F-test was used to compare variance of scores obtained 
by observer 1 and observer 2. A p value of <0.05 was considered as 
significant.

Results 
General findings

Three experts designed the instrument, and 8 independent observers 
used it. The final version of TAPAS included 129 items distributed in 
6 sections. For psychometric analysis 159 simulation sessions were 
analyzed. Twelve multi-professional teams (48 participants) performed 
72 simulation sessions (9 scenarios) over 18 months (February 
2013-September 2014), meaning that 144 TAPAS evaluations were 
recorded (pediatric). And 48 emergency physicians carried out 87 
simulations with scenarios played in pairs with 2 observations of 
TAPAS for each, giving 174 TAPAS evaluations (neonatal, pediatric, 
and adult) in February-June 2012 and in September 2012-January 2013. 
Mean TAPAS score was 46.6 ± 15.5, ranging from 18 to 83.5.

Survey of observers showed that TAPAS scale was found very 
feasible, from preselection of items, marking during simulation, to 
the calculation of total score (Figure 1). Furthermore, it constituted 
a comprehensive approach to acute life-threatening situations in 
neonates, children, and adults scenarios. And TAPAS was never found 
insufficient for assessment of an emergency scenario. Moreover, all 
observers were very satisfied with having used TAPAS, found its 
measurements to be almost "all-inclusive", and were persuaded that it 
simplified assessment. 

Validity analysis

Internal consistency was assessed by Cronbach alpha coefficient 
calculated from 3 scenarios (3 out of 9, because these were the 
comparisons [27]) played 12 times each. Global Cronbach alpha was 
0.745 - meaning a reasonable internal consistency of the scale, and the 
Cronbach alpha coefficients for each section of TAPAS are given on 
Table 2. Furthermore, TAPAS scores were found to correlate with level 
of training. Comparison of TAPAS scores at different times of training 
showed a significant difference between the 1st simulation (35 sessions 
analyzed) and the 5th (52 sessions analyzed); respectively: 58.7 ± 10.8 vs. 
83.0 ± 9.6 (p<0.0001) (Figure 2). 

Comparison of TAPAS scores with those of CTS showed a modest 
correlation: correlation coefficient=0.64, R2=0.16 in linear regression 
(Figure 3).

Section of TAPAS CA coefficient
Setting 0.646
Airway 0.806

Breathing 0.718
Circulation 0.703
Disability 0.722
Exposure 0.687
Total scale 0.745

Table 2: Values of Cronbach alpha (CA) coefficient for each TAPAS section and 
the total scale.
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Reliability analysis

Inter-rater reproducibility was assessed in different ways. There 
was no difference between the mean scores of observer 1 and observer 
2: 46.3 ± 16.9 vs. 47.5 ± 15.8 (p=0.66). Both mean scores were highly 

correlated (correlation coefficient=0.838, p=0.0011, in linear regression 
R2=0.64) (Figure 4). Finally, intra-class correlation coefficient was 
0.862, which denotes high reproducibility. 

Discordance between observers was precisely analyzed. Mean 
difference of scores between observers was 6.9 ± 6.4; while the 
overall scoring discordance between observers was inferior to 7%, it 
varied according to sections of the scale. This numerical discordance 
remained minimal, and generally consisted in a 1-point difference 
between ratings of 1 or 2 points (and not 0 or 1) for a given item in 
a selected category (Setting, A, B, C, D, or E). Because discordance 
could be zero with regard to the opposite variation of scores, rating 
discordance for each item in each section was calculated. The mean 
number of items rated differently between observers, according to 
each category of TAPAS was: Setting=0.93; A=1.70; B=2.03; C=2.76; 
D=0.60; E=1.86. This very good reliability between observers is 
represented on Figure 5. 

Because several observers were used as observer 1 or 2, a comparison 
of variance was made. Variance of scores was 290.3 (observer 1), 
252.0 (observer 2), and 241.4 (mean of observer 1+2). Comparison 
of variances (F-test) showed no difference between observer 1 and 2 
(p=0.55). These results suggested good generalizability of TAPAS, due 
to its high reproducibility.

Figure 1: Results of observers’ survey on the ease of use of TAPAS with answers according to a 5-class Likert scale (from 1=I strongly disagree to 5=I strongly agree).
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Figure 2: Distribution of mean TAPAS scores obtained at the 1st and 5th 
simulation sessions during the university course: 48 emergency physicians, 87 
simulation sessions.
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Figure 3: Correlation between TAPAS and CTS scores during the 72 simulation 
sessions.

y = 0.997x 
R² = 0.6428 

0

10

20

30

40

50

60

70

80

90

100

0 10 20 30 40 50 60 70 80 90 100

TAPAS 

Figure 4: Relation between mean TAPAS score of observer 1 and observer 2 
(72 simulation sessions).
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Discussion
Main results

We designed and assessed a clinical team average performance 
assessment scale, named TAPAS. It was used as an evaluation instrument 
during simulation-based education of life-threatening conditions in 
different age groups ranging from neonates to adults. Made of 129 items 
in 6 sections, with a total score out of 100, TAPAS could cover many 
scenarios of critical medical or trauma-related circumstance with high 
reliability and good clinical relevance. Team performance assessment 
with TAPAS was easy to use and well-accepted. 

Limitations

From its structure per se, TAPAS was designed and tailored for 
providers trained in using ABCDE (emergencies) or ABC (CPR) 
algorithms. It was not used by students not aware of such algorithms. 
The number of items to rate and the way of rating make it difficult to 
rate without previous training. One can expect that the accuracy of 
TAPAS would depend on the subjective opinion of whoever is running 
the scenario and picking the outcomes. This might be a limitation 
in very complex cases, but not in admitted managements like CPR, 
NLS or severe trauma, where what is expected to be done is rooted in 
international recommendations.

The scoring system adopted – 0/1/2 – for assessing both quality 
and performance time [17], inevitably implied some subjectivity 
in evaluating whether a procedure was “correctly” or “incorrectly” 
performed. Because TAPAS scope was to be used in team simulation 
sessions (when procedures are already known by participants and 
have been previously practiced on task-trainers), and because many 
checklists used this terminology, we did not detail each item for the exact 
description of required actions as we had previously done, for example, 
for the IO-access performance assessment scale [31]. Moreover, use of 
the same 0/1/2 scoring system for every item implied that all points were 
worth the same amount. This may not be true in reality. Furthermore 
the distance between 0, 1 and 2 may not be the same. For example, it 
is possible that late glucose is not particularly worse than early glucose 
in some cases, compared to late bag-mask ventilation in respiratory 
failure. On the other hand, another approach – 0/1 –, would have led to 
the risk of confusing not done and done lately. 

Finally, current TAPAS is lacking in items for gynecology/obstetrics 

and anesthesiology emergencies, but given the highly adjustable nature 
of the TAPAS frame, items pertaining to these specialties could be 
added in the future.

The instrument's development and its psychometric 
properties (validity & reliability)

Clinical performance is most often assessed with scenario or 
learner-specific checklists designed to evaluate a healthcare provider 
[12,13,15,16,32]. Furthermore, investigators often do not assess 
performance in a way that is distinct from team process, and some 
checklists combine technical skills and behaviors in the same assessment 
tool mixing the two, which can be problematic [33]. As recommended, 
team performance was isolated from processes [4], and TAPAS dealt 
only with clinical performance. 

In an OSCE evaluation tool – Clinical Performance Evaluation 
Tool, domains were too broadly defined: from data acquisition to 
interpersonal relations and clinical competence [34]. By contrast, 
TAPAS contains highly precise performance items – as recommended 
[7], and pre-selection ensures accuracy.

Most checklists use a 4-point Likert scale: 0) Not done; 1) Done; 2) 
Done well; 3) Unable to observe [35]. They may not take performance 
time into account [18]. Others have developed a problem-solving 
rating-scale with three marks 0/1/2, failing to detail the different steps 
of performance [36]. In contrast, a recent study proposed a checklist 
with the same triple item-by-item rating assessing both quality and 
performance time [17] that we adopted for TAPAS. 

Few studies report reliability [11] or describe the validation 
process of assessment scales [37]. The Delphi method is commonly 
used for content implementation of scales [38,39] or checklists [40]. 
For TAPAS, it appeared simpler to ask experts to list significant items 
of international recommendations. Analysis of internal consistency 
showed significant clinical relevance. Furthermore, TAPAS had the 
highest inter-observer reproducibility (ICC=0.862) of the 5 reported 
assessment tools focusing on pediatric resuscitation in a simulated 
environment (although also including CRM evaluation): Ottawa Crisis 
Resource Management Global Rating Scale – ICC=0.61 [41], Neonatal 
Resuscitation Program Megacode Checklist – CA=0.70 [14], Tool For 
Resuscitation Assessment Using Computerized Simulation – ICC=0.80 
[42], Standardized Direct Observation Tool – ICC=0.81, CA=0.95 
[43], and Evaluation Tool for pediatric resident competence in leading 
simulated pediatric resuscitations – ICC=0.62, CA=0.81 [44]. 

TAPAS could not be compared to a gold standard or other validated 
scale covering all critical situations. And so, comparison was done at 
two different stages of training. A significant increase in TAPAS score 
after 4 months of training reflected improved clinical performance, 
which rendered the scale relevant for clinical performance assessment. 
Similarly, Brett-Fleeger found performance scores to be higher for the 
trainees having received the most simulation sessions [42].

Comparison of TAPAS scores with Clinical Teamwork Scale (CTS) 
scores (non-technical skills) gave a modest correlation. A link between 
behavioral teamwork and clinical performance had already been 
reported in medical students [45], and a recent review demonstrated 
that team process behaviors indeed influence clinical performance [46].

The use of the instrument

It is crucial to assess all components of team effectiveness (team 
process and team performance) during simulation-based trainings 
with multi-professional teams using reliable and accurate assessment 
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Figure 5: Results of TAPAS scores rated by the 2 observers (Obs 1 & Obs 2) 
during the 72 simulation sessions.
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tools [7]. Some team-based simulation-based trainings seem to place 
emphasis on CRM and consequently place performance assessment 
at a second level. Besides evaluation of “how the team functions” 
(CRM principles assessment tool), TAPAS could provide an accurate 
complement to the evaluation by precisely assessing the medical 
performance produced on a simulated patient, which is crucial in high-
stakes situations. In summary, in a patient-centered care evaluation, 
TAPAS could provide a valid and reliable tool related to patient safety, 
as well as complete assessment of team effectiveness.

Though not readily quantifiable, the educational effect of assessment 
is appreciable [26,47]. It draws sizable benefit from trainee motivation 
[26]. Feedback drives learning, and in team-based simulation-based 
trainings, facilitated debriefings are the primary method for delivering 
feedback [6]. One of the main goals of assessment is “to optimize the 
capabilities of all learners and practitioners by providing motivation 
and direction for future learning” [48]. During debriefing, TAPAS 
could pinpoint existing shortcomings and highlight areas requiring 
additional efforts. 

At first glance, a 129-question tool would seem very unwieldy but 
through quick highlighting, the tool could be tailored to a large number 
of ACLS/ATLS/PALS/NLS cases, and be ideal for an application. Given 
its preselection of highly varied items, TAPAS was flexible, easy to use, 
and able to cover many scenarios of medical or traumatic emergency, 
whatever the age group. By its plasticity, TAPAS was found to be very 
adjustable to any life-threatening scenario with new management 
according to future recommendations, since one can consider adding 
additional "free text" rating items. 

Although TAPAS was designed to assess management of life-
threatening emergencies in simulation education and research, it has 
not yet been applied in other (non-simulation) settings but may be 
simple and flexible enough to be used in a clinical setting.

Conclusion
The TAPAS is a clinical team performance tool, designed and 

assessed with high clinical relevance and reliability. It is useable in many 
simulated critical situations ranging from neonatal to adult medical or 
traumatic scenarios. To our knowledge, there currently exists no other 
adjustable tool designed to assess clinical team performance. 

TAPAS provides a detailed assessment of team clinical performance 
and during debriefing it can highlight performance shortcomings as 
specific issues requiring further improvement. As a faithful reflection 
of team performance, for us it has become a mandatory tool in any 
simulation-based training involving life-threatening emergencies. 
Future studies should focus on its use in novices as a training tool.
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