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In general, there are two types of feedback documents: Positive feedback documents and negative feedback documents. Term 
based approaches can extract many features in text documents, but most include noise. It is clear that all feedback documents 

contain some noise knowledge that affects the quality of the extracted features. The amount of noise is different from one 
document to another. Therefore, reducing the noise data in the training documents would help to reduce noise in the extracted 
features. Moreover, we believe that removing some training documents (documents that contain more noise data than useful 
data) can help to improve the effectiveness of a classifier. Based on that observation, we found that short documents are more 
important than long documents. Testing that idea, we found that using the advantages of short training documents to improve 
the quality of extracted features can give a promising result. Moreover, we found that not all training documents are useful for 
training the classifier.
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